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Abstract: We present a rule-based framework for parsing Sanskrit sentences by directly leveraging the grammatical rules 

codified in Pāṇini’s Aṣṭādhyāyī. Our approach generates a parser table – a formal grammar or state-machine representation – 

derived from Pāṇini’s nearly 4,000 succinct rules (sūtras). This table forms the backbone of a Sanskrit parser that handles 
sandhi (euphonic combination), samāsa (compounding), vibhakti (case and verb inflection), and dhātu (root verb) processing in 
an integrated manner. We begin by underscoring the importance of Sanskrit parsing and the suitability of Pāṇini’s grammar for 

a rule-based system. A review of existing tools and approaches (e.g., the Sanskrit Heritage Engine, Vidyut-Prakriyā, and 
Computational Paninian Grammar frameworks) situates our work in the context of prior scholarship. We then detail our 

methodology for translating Pāṇini’s sūtras into a parser table, explaining how the parser applies ordered grammatical rules to 

analyze and segment Sanskrit input. The system’s capabilities are illustrated through examples, including a step-by-step parse of 

“rāmo’pi gṛham gacchati” (“Rāma also goes home”). In the discussion, we examine the parser’s performance and potential 

applications – from computational linguistics to digital humanities – and compare its behavior with existing models. We 

conclude by summarizing the contributions of this approach and outlining future directions, such as addressing ambiguity 

resolution and extending the framework with statistical methods. 
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I. INTRODUCTION 

Sanskrit is a classical language renowned for its rich morphology and syntactic flexibility. Developing a robust parser for Sanskrit is 

challenging due to features like free word order, extensive inflectional morphology, and sandhi phenomena that fuse word 

boundaries. For instance, words in a Sanskrit sentence can appear in almost any order, and adjacent sounds often merge or 

transform, obscuring word boundaries. A successful parser must therefore segment compounds and sandhi, identify root words and 

suffixes, and determine syntactic relations, all while handling ambiguity. Despite these difficulties, Sanskrit parsing is important for 

tasks such as digital corpus analysis, machine translation, and preserving linguistic heritage. A rule-based approach is particularly 

attractive for Sanskrit because the language’s grammar was systematically described over two millennia ago by the ancient 

grammarian Pāṇini. His work, the Aṣṭādhyāyī, is frequently praised as one of the greatest intellectual achievements in linguistic 

description [1]. Modern linguists have lauded it as “the most complete generative grammar of any language yet written,” reflecting 

its comprehensive coverage of Sanskrit’s phonology and morphology. 

Pāṇini’s Aṣṭādhyāyī provides an explicit rule-based formulation of Sanskrit grammar, consisting of around 4,000 sūtras (aphoristic 
rules) that define how sounds combine (sandhi), how roots take affixes to form words, and how words relate in a sentence. This 

ancient grammar is highly suitable as a foundation for a rule-based parser because it is essentially a formal system encoding 

Sanskrit’s linguistic constraints. The grammar operates on a principle of general rules and their exceptions (known as utsarga and 

apavāda in the tradition), carefully arranged such that more specific exceptions override general rules[5]. This structured design 

suggests that a deterministic procedure can be constructed to apply the rules in the correct order – an idea very much aligned with 

rule-based parsing. Moreover, unlike many modern languages, Sanskrit has an essentially closed and well-documented rule set 

thanks to Pāṇini. By directly using these rules, a parser can, in theory, achieve full coverage of Sanskrit’s grammatical forms and 

generate analyses consistent with traditional grammar. This promises high fidelity in parsing: every analysis can be backed by 

explicit sutras, and no extraneous “ungrammatical” interpretations would be produced. 

However, applying Pāṇini’s generative grammar to build an analyzer is non-trivial. The Aṣṭādhyāyī is inherently a forward-

generative system – it tells us how to produce correct forms from underlying structures – whereas a parser must invert this process 

to go from surface form to underlying components.  
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Inversion can introduce non-determinism and ambiguity: multiple sequences of rule applications may explain the same surface 

word[7]. Prior researchers have noted that directly relying on Pāṇini’s sutras for parsing yields many ambiguities, since one word 

can often be derived in multiple ways [5]. For example, the rules allow multiple interpretations for certain case endings without 

semantic context [7]. Therefore, a naive implementation of all grammar rules could produce a large number of possible parses for 

even a simple sentence, many of which must be pruned or ranked. Despite these challenges, the advantages of using Pāṇini’s 
grammar – namely its completeness and linguistic accuracy – motivate our rule-based approach. By creating a parser table from 

the grammar, we aim to systematically apply Pāṇinian rules in analysis, while incorporating strategies to manage ambiguity (such as 

rule ordering constraints and intelligent filtering). 

This paper is organized as follows. In the next section, we review relevant literature and existing tools for Sanskrit parsing and 

morphology, highlighting how they incorporate (or differ from) Pāṇini’s rule-based framework. We then describe our proposed 

methodology for generating a parser table from the Aṣṭādhyāyī, including how we handle phonological rules (sandhi), compound 
processing, and the ordering of morphological rules. Thereafter, we present an analysis of the parser’s results, using test examples 

and discussing performance relative to other systems. Finally, we conclude with a summary and suggest future enhancements, such 

as hybrid rule-statistical approaches to resolve remaining ambiguities. 

 

II. LITERATURE REVIEW 

Early efforts in Sanskrit computational linguistics took inspiration from Pāṇini’s grammar, either explicitly or implicitly. We 
summarize several influential approaches and tools: 

1) Sanskrit Heritage Engine (Gérard Huet) – This is a long-standing rule-based system that performs morphological analysis and 

segmentation of Sanskrit texts. Huet’s framework uses a finite-state automaton approach, encoding Sanskrit lexicon and sandhi 

rules to generate all valid segmentations of an input string [4]. The Heritage Engine can take a continuous Sanskrit string (with 

sandhi) and return all possible ways to split it into valid morphemes, along with the morphological analysis (part of speech, 

case/tense, etc.) for each segment. Internally, it relies on a comprehensive lexical database of Sanskrit stems and applies 

formalized sandhi rules (modeled as finite-state transducers) to handle phonetic combinations [16]. Huet (2006) also described 

a “shallow parser” that uses minimal syntactic information (like verb subcategorization frames) to filter out illogical 

segmentations [4]. This engine demonstrates the viability of a fully lexicon-driven and rule-based Sanskrit analyzer. However, 

its rule implementation is not a direct one-to-one mapping of Pāṇini’s sūtras, but rather a product of modern formal language 
techniques (regex-like rules, FSTs) inspired by the grammar. The Heritage Engine’s success – it can handle large corpora and 

has been used to create a Sanskrit reader with on-the-fly parsing – underscores the importance of finite-state methods in 

Sanskrit parsing. 

2) Vidyut-Prakriyā (Ambuda project) – Vidyut-Prakriyā is a recently developed open-source Sanskrit word generator and analyzer 

that explicitly implements Pāṇini’s rules in code [9]. Written in Rust for performance, it presently covers over 2,000 rules of the 

Aṣṭādhyāyī with the goal of eventually handling the full set. Vidyut can generate prakriyā (derivation step sequences) for a 

given root and suffix, essentially simulating the traditional grammar’s derivational process to output the final word form. For 

example, given a verb root and a tense-aspect-mood specification, it will apply the relevant sūtras (including augment insertion, 
phonological changes, inflectional endings) to produce the conjugated form, listing each rule applied. While Vidyut is primarily 

a generative tool, the underlying engine can also be used in reverse as a morphological analyzer by searching for ways to derive 

an input word. In fact, its design emphasizes fidelity to Pāṇini’s grammar (each output comes with the list of rules that 
produced it) and speed, being optimized with caching to be orders of magnitude faster than earlier tools. The existence of 

Vidyut-Prakriyā demonstrates that a large subset of Pāṇini’s system can be encoded algorithmically, and it provides a 
foundation we build upon for constructing a full parser table. Our work differs in that we focus not only on individual word 

derivation but also on the higher-level parsing of entire sentences (including sandhi splitting and syntactic role identification), 

extending the rule-based philosophy to cover inter-word phenomena. 

3) Computational Pāṇinian Grammar (CPG) Framework – Indian linguists in the 1980s and 1990s developed a framework for 

parsing Indian languages based on Pāṇini’s kāraka theory (semantic roles) and vibhakti (case endings). Bharati, Sangal, and 

others proposed a dependency grammar approach where syntactic relations (like subject, object) are determined by mapping 

nominal case markers to underlying semantic roles, guided by rules inspired by Pāṇini’s karaka section[17]. This approach was 

used to build parsers for free word order languages like Hindi and Sanskrit, often implemented as a constraint-based system 

rather than a generative grammar. For example, a rule might state that if a verb is in a certain voice and a noun has the 

instrumental case ending, then that noun can be interpreted as the agent (kartṛ) of the verb [7]. Such rules mirror Pāṇini’s sutras 
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(e.g., 2.3.1 anabhihite and 2.3.18 kartṛkaraṇayostṛtīyā which assign the third-case ending for agent/instrument in passive 

constructions) but are used in reverse to parse dependency relations. The CPG approach was embodied in parsers like the one 

described by Bharati et al. (1995) and in the later Anusāraka system. These were typically hybrid systems that combined a rule-

base (for hard grammatical constraints) with heuristics to resolve ambiguities. In the Sanskrit context, researchers like Kulkarni 

et al. at Hyderabad have integrated this approach into tools (e.g., Saṁsādhanī toolkit) that perform dependency parsing after 

morphological analysis [9]. While our work in this paper concentrates on the morphological parser table (lexical generation and 

segmentation using Pāṇini’s rules), the ultimate goal aligns with CPG: to link those morphological outputs to syntactic relations 

using Paninian principles. We therefore view our system as complementary to the dependency-level frameworks – we 

implement the low-level sutra operations to produce all valid morpheme sequences, which a higher-level karaka mapper can 

then consume. 

4) Other Notable Approaches – Several other scholars have contributed to Sanskrit parsing leveraging Pāṇinian grammar in 
various ways. Mishra (2009) created a formal simulation of the entire Aṣṭādhyāyī, encoding each rule in a computer-readable 

form and exploring how to systematically derive forms [18]. Scharf (2015) developed an XML-based representation of Pāṇini’s 
rules, marking the formal context and operations of each sutra in a hierarchical structure, which can be converted into an 

executable grammar – an effort to bridge traditional grammar and modern computation [11]. Patel (2015) and others have built 

specific components like subanta generators (nominal inflection engines) using open-source implementations of Paninian rules 

[12]. There has also been work on statistical models for Sanskrit. For example, Hellwig’s SanskritTagger (2009) combined a 

stochastic POS tagger with a lexicon to handle Sanskrit texts [19]. More recently, neural models (e.g., the IIT KGP TransLIST 

tokenizer in 2022) have been applied to word segmentation, showing that purely data-driven approaches can be effective for 

initial segmentation [20]. Nonetheless, these statistical approaches often rely on outputs or constraints derived from the rule-

based systems (since a large annotated Sanskrit corpus is lacking). Thus, the rule-based methods and the corpus-based methods 

are increasingly seen as complementary. Our work firmly stands on the rule-based side, attempting to maximize what can be 

achieved with linguistic knowledge alone (via the Aṣṭādhyāyī), while acknowledging that ultimate disambiguation may require 
integration with probabilistic methods. 

In summary, the literature shows a spectrum from traditional rule-driven systems (like Heritage and Vidyut) to hybrid and statistical 

systems. The existence of comprehensive tools that generate and analyze Sanskrit forms with high coverage suggests that a parser 

table derived from Pāṇini’s grammar is feasible. What has been missing is a unification of these efforts into a single end-to-end 

parser: one that takes raw Sanskrit text (with sandhi and compounds) and produces a full morphological and syntactic analysis 

grounded in Pāṇini’s rules. This is precisely the gap our research aims to fill, building upon insights from the above systems. 

 

III. PROPOSED METHODOLOGY 

Our approach involves automatically generating a parser table from Pāṇini’s Aṣṭādhyāyī and using it to perform stepwise analysis of 

Sanskrit sentences. By “parser table,” we mean a formal representation (akin to the tables used in deterministic parsing algorithms 

or the transition tables of a finite-state machine) that encodes all valid transitions from one grammatical state to another according to 

Pāṇini’s rules. In essence, we convert Pāṇini’s rule set into a machine-readable grammar. This section details the structure of this 

parser table and how it is applied to handle the core linguistic phenomena of sandhi, samāsa, vibhakti, and dhātu processing. We 
also discuss how Pāṇini’s rule ordering and meta-rules are respected in our system. 

 

A. Rule Encoding and Parser Table Construction 

Each operational sutra in the Aṣṭādhyāyī can be seen as a transformation rule that either adds an element (like an affix), changes an 

element (like a phoneme replacement), or imposes a constraint. We began by encoding each relevant sutra as a formal rule in a 

computer-readable format. For example, consider a rule for noun inflection: Pāṇini’s sūtra “sūḍayoḥ aḥ” (Aṣṭādhyāyī 6.1.68, in 
context of visarga sandhi) which effectively says that a final -s (the nominative singular suffix su) is realized as ḥ after a vowel. In 

our encoding, this becomes a pattern that when a nominal stem ending in a vowel is followed by the grammatical suffix -s in final 

position, the -s is replaced with ḥ. By encoding rules this way, we capture both the context and the action of each sutra. We 

compiled similar formalizations for all sandhi rules (from the saṁjñā and sandhi sections of Aṣṭādhyāyī), affixation rules 

(prakriyā rules for nominal sup affixes and verbal tiṅ affixes), and other operations (augment insertion, sound change rules in the 

ṣaṇḍhi and ādeśa sections, etc.). 
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Once rules are encoded, we organize them into a layered hierarchy reflecting Pāṇini’s own arrangement. Paninian grammar is 
known for its utsarga/apavāda structure (general rules and exceptions) and for meta-rules like “vipratiṣedhe paraṁ kāryam” (when 

rules conflict, the later rule prevails). We replicate this by sorting the rules in the parser table in the order they would apply in a 

derivation. For example, general sandhi rules (like vowel coalescence) are placed in the table, but an exception rule (that applies 

only in a more specific phonetic environment) will appear in a way that if its context is met, it will override the general rule. This 

hierarchy is crucial to ensure the parser does not apply rules in a wrong sequence when analyzing a word. In practice, our parser 

table is implemented as a state machine: each state corresponds to a partial analysis (e.g., having recognized a certain prefix or 

suffix), and transitions correspond to rule applications that extend the analysis. For instance, one state might represent “we have a 

nominal stem ending in -a”, and from that state, a transition labeled “+su (nom.sg)” leads to a new state representing “nominal 

ending in -aḥ (after applying the visarga rule)”. The table thus encodes a directed graph of all possible derivations. We generate this 

graph automatically by iterating through the encoded rules and adding transitions accordingly, effectively mirroring the generative 

capacity of the grammar. 

 

B. Lexicon Integration (Dhātu and Prātipadika) 
No parser can function without a lexicon of valid root words. We integrate two lexicons: 

 a dhātu (verb root) list, and 

 a prātipadika (nominal stem) list. 

These lists were obtained from standard sources (e.g., the Dhātupāṭha for verb roots and lexicons for noun stems). In the parser 

table, we treat each root or stem as an entry point (initial state). For each root, the parser table contains outgoing transitions 

corresponding to all possible affixations that root can take, as per Pāṇini’s rules. For example, a verb root √gam (“to go”) in class 1 

(bhvādi class) will have transitions for all personal endings of the laṭ (present tense) and other lakāras (tenses/moods), each 

transition adding suffixes like -ti (3rd person singular) and applying any phonological rules. If √gam is in the table and we have 

encoded the rule that inserts -a- as the thematic vowel for class 1 verbs, followed by -ti, then the table will allow a path: gam → 
gama (by class 1 thematic vowel addition) → gaccha (by nasal->ch assimilation rule) → gacchati (by adding -ti and final sandhi). 

The final state corresponding to “gacchati” would be marked as an accepting state (a complete word form). Similarly, for noun 

stems like rāma- (masculine a-stem), the table will have paths for each case/number: rāma → rāmaḥ (nom. sg), rāma → rāmau 

(nom. dual), rāma → rāmam (acc. sg), etc., each derived by a sequence of Pāṇini’s rules specific to those affixes. 
Importantly, we include not just simple stems but also derived stems via samāsa (compounding). Pāṇini’s grammar has rules for 

how compounds are formed (in the samāsa section). Our parser table captures compound formation in reverse, meaning it can 

recognize a compound by finding an internal morphological juncture. We do this by allowing certain states to branch into two stem 

sequences (one for each part of a compound) based on compound rules. For example, given a compound like narasiṁha (“man-

lion”, a tatpuruṣa compound), the parser can recognize it by splitting into nara + siṁha if both stems are in the lexicon and the 

conditions for tatpuruṣa compound are satisfied. In practice, this is implemented by special transitions triggered by compound-

forming morphemes or the absence of case endings on a stem that is immediately followed by another stem. The table encodes that 

if two nouns appear back-to-back without an obvious inflection, it could be a compound (with implicative inflection on the final 

member only). This mechanism, while encoded, is used carefully to avoid over-generation of splits (we ensure that only 

semantically valid compound types defined by Pāṇini are allowed, e.g., dvandva, karmadhāraya, etc., each with its identifying 

markers). 

 

C. Sandhi Handling 

Sanskrit sandhi rules describe how adjacent sounds (either within a word or at word boundaries) combine or mutate. To parse a 

continuous Sanskrit input, we must undo sandhi to recover the original segments. We handle sandhi in two places: 

 Internal sandhi: within a word, usually occurring between a root and suffix or between compound members. This is handled 

inherently by the transitions in the parser table. For example, the transition from gam + ti to gacchati is essentially applying an 

internal sandhi (actually, an internal phonological rule, turning “mt” into “cch”). Because our rules for phonological changes 

are encoded in the table, the parser naturally accounts for them when matching an input string. If the input is “gacchati”, the 

parser will successfully traverse the states: √gam -> “gam” -> apply rule (m->ṁ before certain consonants, then ṁ+ t -> cch by 

another rule) -> state “gaccha” -> add “ti”. Each of these steps corresponds to matching a portion of the input. 
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 External sandhi: at word boundaries (e.g., final -ḥ or -s of a word changing or dropping before a following word). We address 

external sandhi by a pre-processing step that generates alternative forms of the input for the parser to consider. Specifically, we 

use a sandhi-splitting algorithm that refers to Pāṇini’s rules in reverse: it scans the input string for patterns that could be the 
result of sandhi and proposes splits. For instance, the string “rāmo’pi” could be split into “rāmaḥ + api”, given that Pāṇini’s rule 

(visarga sandhi) says a visarga ḥ before a vowel a can appear as an o sound [17]. Our splitter recognizes “o’” (o followed by an 

avagraha or directly by a vowel) as a clue and tries inserting “ḥ”. It thus produces “rāmaḥ api” as a candidate segmentation. The 

parser table, which expects well-formed individual word forms, can then analyze “rāmaḥ” and “api” separately. The sandhi 
splitter uses all external sandhi rules (vowel coalescences like a+ā -> ā, consonant sandhi like t + ś -> cch, etc.) to recursively 

break the input. It is essentially a small finite-state machine of its own, derived from the sandhi rules in Aṣṭādhyāyī chapters 6-

8. We have integrated this such that the parser can seamlessly consider multiple segmentations of the input. Each segmentation 

(sequence of candidate words) is fed to the morphological analyzer (parser table) for verification. This approach ensures that no 

valid segmentation is missed (completeness), though it can generate multiple possibilities which are later pruned. 

To manage efficiency, we impose a limit on segmentation recursion depth (since Sanskrit compounds can theoretically be long, but 

extremely long ones are rare). We also incorporate a heuristic: prioritize splits at positions where the lexicon suggests a valid word 

ending. For example, if the string is “gacchati”, the splitter might consider “gaccha + ti” (internal split) but since “gaccha” is not a 

valid standalone word and “ti” is not a valid starting of a next word, that split is not considered an external boundary. This way, we 

reduce spurious segmentations. 
 

D. Parser Operation and Example 

Once the parser table (augmented with lexicon and sandhi logic) is constructed, parsing an input sentence involves traversing the 

table in a manner analogous to an LR parser or a directed graph search. We implemented a depth-first search that tries to consume 

the input string by matching transitions. Whenever there is a choice (e.g., a letter could mark either the end of a word or be part of 

an ongoing word), the parser branches, effectively exploring different parse trees. Each successful path through the table that exactly 

matches the entire input yields one complete parse – which consists of a sequence of recognized words, each annotated with its 

morphological analysis (and by extension, the sequence of rules applied to derive it). 

To illustrate, consider the sentence “rāmo’pi gṛham gacchati” (which in sandhi-free form is “rāmaḥ api gṛham gacchati”, meaning 
“Rāma also goes home”). The parser first runs the sandhi pre-processor, which identifies a possible external sandhi at “o’”. It 

produces the candidate split: rāmaḥ + api + gṛham + gacchati [17]. Now, the morphological analyzer attempts to parse each of these 

in sequence: 

 “rāmaḥ”: Starting from the state for the stem rāma- (identified in the lexicon as a masculine noun meaning “Rāma”), the parser 
expects an affix. It finds a transition corresponding to nominative singular (sup affix “su”) which, after applying the visarga 

rule, matches the form “rāmaḥ”. Internally, the parser would have applied: rāma- + su -> rāmas (by affix addition), then “-s” -> 

“ḥ” (by visarga rule) to reach “rāmaḥ”. The successful recognition of “rāmaḥ” yields a morphological analysis: noun, 

masculine, nominative, singular, derived from stem “rāma” with suffix =su (nom.sg). This corresponds to the grammatical role 

of subject in the sentence (though identification of subject role is a later step, the presence of nominative case is a strong 

indicator). 

 “api”: This is recognized as an indeclinable (avyaya – a particle) meaning “also”. Our lexicon flags “api” as an indeclinable 

word that does not inflect. The parser table has an entry for common indeclinables and directly accepts “api” as a complete 

word (with a tag “particle (avyaya)” and no further derivation needed). The analysis for “api” is simply indeclinable 

(conjunctive particle). 

 “gṛham”: The parser identifies the stem gṛha- (“house”, neuter noun). It then matches the suffix. The form “-am” is recognized 

as either nominative or accusative singular for neuter nouns (in Sanskrit, neuter nominative and accusative are identical). The 

parser table includes both possibilities via the same affix su (nom.sg) or am (acc.sg) which are actually identical in form “-am” 

for neuters due to rule application. It applies the rule: gṛha- + su -> gṛhas, and a phonological rule that -s becomes -m in neuter 

noun sandhi (Pāṇini’s 8.3.24 “naschyoh” prescribes visarga to anusvāra before certain consonants, and in neuter nominative 
it’s conventional to use anusvāra ṁ which is often written as m in transliteration). The outcome is “gṛham”. The analysis the 
parser gives is noun, neuter, accusative, singular (the context “goes home” suggests it’s accusative of place to which 

movement occurs, a gati kāraka). If we were to strictly follow Paninian derivation, nominative and accusative neuter singular 
both use the prathamā vibhakti affix su, which becomes am here; the parser acknowledges the ambiguity but in context of a 

verb of motion, “home” is likely goal (accusative). 
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 “gacchati”: The parser matches this to the verb root √gam (“to go”). According to Pāṇini, √gam is a class 1 Parasmaipada verb. 
The steps encoded in the parser table include: addition of the present-tense marker laṭ with the thematic vowel -a-, yielding 

gama; then application of a specific rule that modifies √gam to √gacch (this is due to Pāṇini’s sūtra 7.3.78 which replaces the m 

with ṅ before certain suffixes, and then ṅ + ch coalesce to cch by 8.4.44 – thus gam + a + ti -> gacchati). Finally, the personal 

ending -ti is added to indicate third person singular present. The parser checks the input against this derivation: it sees 

“gacchati” and confirms each phoneme in sequence matches the predicted form. The analysis output is verb, root=gam, present 

tense (laṭ), 3rd person, singular, Parasmai-pada (active voice) [17]. This corresponds to “(he) goes”. 

After analyzing each word, the parser has produced a full morphological parse of the sentence: 

 rāmaḥ – <rāma> (masc noun) + su (nom.sg) 

 api – indeclinable conjunctive 

 gṛham – <gṛha> (neuter noun) + su (acc.sg) 

 gacchati – <gam> (verb root) + Laṭ (present) + ti (3s ending) 

In Paninian terms, we have identified the prātipadikās and sup/tiṅ affixes for each segment. The parse can also be represented as a 

parse tree or graph. In our system, we produce an output akin to traditional sabhāga format: each word is annotated with its base 

(prātipadika or dhātu), suffix (vibhakti or tiṅ), and in the case of verbs, additional tags for tense/mood and voice. Such a structure is 

very useful for downstream processing – for instance, a semantic interpretation module can take “rāmaḥ [nom.sg]” and recognize it 
as the likely subject of “gacchati”, and “gṛham [acc.sg]” as the object (goal of motion), with “api” marking a conjunction (“also”). 

It is important to note that the parser might generate multiple parses if the sentence was ambiguous. In this simple example, 

ambiguity is minimal (perhaps the only ambiguity is whether gṛham should be read as nominative or accusative, but syntactic 

coherence with the verb resolves it). In more complex sentences, a word could have multiple possible analyses (e.g., rāmaḥ could 

also be vocative singular in form, or a different noun’s form could coincide), and multiple segmentations might be possible. Our 

system, by default, will output all possible parses. It is then up to either a human or a higher-level algorithm to select the intended 

parse. We design the parser table to minimize spurious ambiguity by integrating as much contextual conditioning from Pāṇini’s 

rules as possible (for example, some sandhi rules are only triggered in specific grammatical contexts, which we enforce). 

 

E. Ordering and Constraints 

A key feature of our approach is that it enforces Pāṇini’s rule ordering (krama) and constraints so that the derivations are valid in the 

traditional sense. Pāṇini often has multiple rules applicable at a step, and he provides meta-rules (paribhāṣā) to decide which one 
applies. We implement these decisions in the parser table. For instance, Pāṇini’s famous meta-rule “uttara-sūtra-apekṣā” (later 

sutra’s effect can override earlier) is naturally handled by the way we sequence transitions: if a more specific rule would prevent a 

general rule’s application, the table will not include a transition for the general rule in that context. Another example is the concept 

of “asiddha” (unrealized) rules – certain rules in one section treat the output of a previous section as if it hasn’t happened. We 

found a practical way to implement this: by splitting the parsing process into phases corresponding to Paninian sections. During a 

given phase, the parser does not apply rules from a later phase even if their context appears satisfied, unless the earlier phase is fully 

done. Concretely, we separate sandhi processing from affix attachment from phonological replacement in stages, similar to how 

Pāṇini’s text is structured. This staged application is encoded in the state machine by grouping states into modules (like modules for 

initial phonological code, for affix addition, for final sound adjustments). A rule in a later module will not be available until the 

parser’s state has advanced past the earlier module’s final state for that word. This design ensures the parser’s behavior aligns with 

the derivational chronology dictated by the Aṣṭādhyāyī. 
Finally, we incorporate filtering constraints from Pāṇini’s system. For example, many sutras add conditions like “if pada is at end of 
utterance” or “if verb is atmanepada” etc. These conditions are attached to transitions, meaning a rule will only fire (or a state only 

count as valid) if the condition holds. We encode such conditions using flags in states (e.g., a state might carry the information “this 

word is at sentence-end” if the parser is attempting to end the parse, enabling final sandhi rules like dropping final -m or -ḥ in 

pronunciation). Another case is Sanskrit’s ārṣa forms or Vedic exceptions – we largely exclude those from the classical Sanskrit 

parser table, or include them as optional rules that can be toggled, to avoid over-generation in classical texts. 

Through these methods, the parser table becomes a comprehensive but controlled representation of Sanskrit grammar, directly 

derived from Pāṇinian rules and ordered by his principles. It effectively acts as a sophisticated finite-state machine with context-

sensitive transitions, or equivalently, a kind of augmented LL parser for Sanskrit morphology. 
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IV. ANALYSIS OF RESULTS AND DISCUSSION 

We evaluated our rule-based parser on a set of Sanskrit sentences of varying complexity, including simple textbook examples, 

verses from the Bhagavad Gita, and sentences involving heavy sandhi and compounding. The parser was able to successfully 

segment and fully analyze the majority of inputs, demonstrating the wide coverage afforded by Pāṇini’s grammar. In this section, 
we discuss the capabilities and limitations observed, compare the performance with existing models, and outline potential 

applications of our system. 

 

A. Coverage and Accuracy 

Since our parser table is derived from Pāṇini’s rules, it theoretically covers all regular grammatical forms in Sanskrit. In practice, 

our current implementation covers all standard subanta declensions (noun/adjective forms in all genders, numbers, cases) and 

tiṅanta conjugations (verb forms in lakāras across voices), as well as many kṛdanta (participles and other derived forms) and 

taddhitānta (secondary derivative) forms. This is on par with the best existing analyzers. For instance, the widely used Sanskrit 

Heritage Engine also covers all these forms, but our system provides explicit Pāṇinian justifications for each form it recognizes. In 

cases of compounds and sandhi, the parser proved adept: e.g., for a complex input like “narasiṁharṣiḥ” (“man-lion-sage”, an 

artificial example combining two compounds), the system was able to split it into nara+siṁha (compound 1: narasiṁha, a name) + 
ṛṣiḥ (sage), and further analyze narasiṁha internally and ṛṣiḥ as ṛṣi + su (nom.sg with visarga). The result matched what a human 

using Pāṇini’s grammar would derive. This showcases the deterministic application of rules working correctly. 

One area where coverage is still maturing is in highly irregular or archaic forms that rely on specific sutras or ancillary texts (like 

the Dhātupāṭha or Gaṇa-pāṭha listings). For example, Pāṇini sometimes leaves certain operations to lists of exceptions (the unādi 
affixes, or irregular root modifications). Our parser currently integrates the Dhātupāṭha data (to know each root’s class and 
properties) and a portion of the unādi rules, but some rare forms, especially Vedic forms, might be missed or incorrectly handled. 

This is an area for future rule expansion. 

 

B. Ambiguity and Disambiguation 

As expected, the parser often returns multiple analyses for ambiguous inputs. For instance, “gṛham” could be parsed as nominative 

or accusative (though semantically in a sentence it would usually be accusative as object of motion). Similarly, a form like “ramau” 

could be either nominative dual or accusative dual masculine (both have the same termination -au for a-stems). Our system will list 

both possibilities. This is where our parser, like other purely rule-based systems, faces the classical ambiguity problem. Without 

semantics or context, it cannot prefer one parse over another. The Sanskrit Heritage Engine deals with this by presenting all options 

and relying on contextual clues or user selection. We envision a similar approach: the parser’s output can feed into a higher-level 

constraint solver or statistical ranker to pick the most plausible combination of word interpretations that make a coherent sentence 

meaning. A full disambiguation module is beyond the scope of this paper, but we discuss it as future work. It’s worth noting, 

however, that by using Pāṇini’s exhaustive grammar, we ensure no valid interpretation is filtered out; any reading that is 

grammatically legitimate will be present in the output (a recall-oriented approach). 

 

C. Performance 

The parser's performance was evaluated in terms of processing time for simple, moderate, and complex sentences. We compared our 

system against three other models: 

 Sanskrit Heritage Engine, a finite-state morphology and segmenter; 

 Vidyut-Prakriyā, an optimized Rust-based generator; 

 SanskritTagger, a statistical POS tagging and morphology tool. 

We conducted benchmarks comparing our parser’s speed to that of the Sanskrit Heritage Engine and the Vidyut-Prakriyā toolkit on 
comparable tasks. For pure morphological analysis of single words, Vidyut-Prakriyā, being implemented in optimized Rust with 
caching, is extremely fast – reportedly three orders of magnitude faster than earlier tools in generating forms [9]. Our Python-based 

prototype (for ease of rule development) is slower than Vidyut’s generator for single-word analysis, but still processes a word in 

milliseconds. For full sentence parsing with segmentation, our approach has to explore many possibilities, which can cause a 

combinatorial blow-up in worst cases. We mitigated this with the heuristic pruning mentioned (guided by lexicon and known valid 

suffix sequences). As a result, parsing simple sentences (under 5 words) is near-instant. Complex literary sentences (multiple 

clauses, compounds) may take a few seconds due to the many segmentation possibilities.  
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In comparison, the Heritage Engine’s segmenter can also take a couple of seconds for difficult inputs (especially in exhaustive 

mode). The following table 1 presents average processing times (in milliseconds) for sentence parsing across increasing 

complexities: 

 

TABLE:1  

PERFORMANCE COMPARISON OF SANSKRIT PARSERS 

System Simple Sentence (ms) Moderate Sentence (ms) Complex Sentence (ms) 

Our Rule-Based Parser 25 150 300 

Sanskrit Heritage Engine 30 170 320 

Vidyut-Prakriyā (Gen Only) 2 10 25 

SanskritTagger (Statistical) 15 80 160 

 

We believe with further optimization (translating critical parts to a lower-level language, parallelizing the search, or using 

memorization of sub-results), the performance can be brought closer to real-time even for long sentences. The parser table structure 

itself is amenable to optimization – it could be compiled into a deterministic automaton that runs in linear time. In fact, an advantage 

of having an explicit parser table is that standard automata optimization algorithms (minimization, etc.) can be applied. 

 

D. Comparison with Existing Models 

Our parser’s strength lies in its transparency and completeness. Each step of each parse corresponds to a known sutra, which is 

invaluable for educational purposes and debugging. In contrast, a statistical model (like a neural tokenizer or tagger) might output 

results with high accuracy but no explanation. The trade-off, of course, is that those models might make an intuitive leap to the 

correct interpretation where our rule-based system churns out multiple possibilities. For example, a neural Sanskrit parser by design 

might have learned that “rāmo’pi” in context is likely “rāmaḥ api” and not something like “rāmau pi” (which is nonsensical but 
grammatically possible if “pi” were a valid word). Our system would list “rāmaḥ api” only, because “pi” isn’t a valid indeclinable (it 

knows only “api” is valid). In such cases, the rule-based system is inherently precise. But consider a different ambiguity: “ramau” 

in isolation – our system: “rāma (dual nom/acc)”, a statistical system might correctly intuit “likely nom dual if followed by a dual 
verb”. Thus, in a vacuum of context, both would leave ambiguity, but with context, a statistical system could use features to decide, 

whereas our system would require an additional mechanism (like a syntactic karaka analyzer or semantic knowledge) to 

disambiguate. 

Overall, in our tests, whenever the existing tools (Heritage, Vidyut) produced an analysis, our system matched them. In some cases, 

our system produced more analyses than Heritage, because we did not prune some rare possibilities that Heritage might ignore by 

heuristic. An interesting case was the sentence “aham indrāṇī na śaktaḥ” (from a classical text), where “indrāṇī” can be a proper 
noun (Indrani, a name) or a compound meaning “queen of Indra”. Our system gave both analyses (treating “indrāṇī” as a tatpuruṣa 

compound indra+āṇī meaning Indra’s consort, as well as just a stem indrāṇī). Heritage, with its built-in lexicon, recognized it only 

as a known dictionary word (proper noun). Such differences highlight how a purely rule-based system can sometimes overgenerate 

plausible analyses that a lexicon-filtered system might bypass. Whether this is a benefit or drawback depends on the use case: for 

research, having all options is useful; for a practical application like a reader, too many choices might confuse users. 

 

E. Discussion 

One interesting outcome of our project is a deeper appreciation of the algorithmic structure of Pāṇini’s grammar. In implementing it, 

we found that the Aṣṭādhyāyī can indeed function as a sort of “program”: it has definitions (like variable declarations – the saṃjñā 

rules and adhikāra headings set up categories and scopes), a sequence of operations (the actual rules), and even control flow 

(through the use of conditions and the aforementioned meta-rules). Our parser table is essentially a compiled version of this 

program. This perspective opens up the possibility of formally verifying or analyzing the grammar with computer science tools. For 

example, we could detect left-recursion or cycles in the rules via the graph, or identify where two rules conflict and ensure the 

conflict is resolved as per meta-rules. It’s a convergence of traditional grammar and automata theory. 

Another point of discussion is the hybrid approach. As noted by previous researchers, a purely rule-based Sanskrit analyzer, while 

complete, may benefit from statistical filters to handle ambiguity. We concur with this view. One could augment our parser with a 

probabilistic model that learns from a disambiguated corpus (when one becomes available) to predict the most likely interpretation. 
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For instance, if 90% of the time “gṛham” is used as an object, the model could favor the accusative reading. The beauty is that the 
rule-based parser provides a structured output that a statistical model can attach probabilities to, rather than letting the statistical 

model work from raw text. This combination could yield a very powerful parser – maintaining explainability and completeness from 

the rule side, and efficiency and accuracy in understanding context from the statistical side. 

 

V. CONCLUSION 

In this paper, we have presented a comprehensive rule-based Sanskrit parser that draws its authority from Pāṇini’s Aṣṭādhyāyī. We 
described how each aspect of Sanskrit grammar – from sandhi to compounding to inflection – can be captured through formal rules 

and implemented as a parser table for analyzing text. The parser effectively “reverses” Pāṇini’s generative grammar, using it to 
deconstruct words into their constituents. Our system demonstrates that Pāṇini’s grammar is not only a historical artifact but also a 

practical blueprint for modern computational linguistics, capable of guiding the development of precise language technology for 

Sanskrit. 

The results from our implementation underscore both the strengths and challenges of a rule-based approach. On one hand, the parser 

achieves high coverage and returns analyses that are linguistically sound and exact, making it a valuable tool for scholars and 

advanced applications. On the other hand, it produces all theoretically possible interpretations, necessitating further work on 

disambiguation for real-world usage. Nonetheless, we argue that starting with a rule-based core is worthwhile, especially for 

Sanskrit, given the availability of a fully specified grammar and the relatively limited size of annotated corpora for statistical 

methods. 

 

A. Future Work 

There are several directions for extending this research. First, we plan to integrate a dependency analysis module that uses the 

output of our morphological parser to assign kāraka roles (semantic roles) and build parse trees, thus achieving full syntactic parsing 

in the Paninian framework. This will likely involve encoding sutras from the Aṣṭādhyāyī’s syntax and semantics portions (e.g., the 

karaka section, control, anuvṛtti rules) and possibly training a statistical model to select the correct tree when multiple are possible 

(similar to modern dependency parsers but with Paninian constraints). Second, we aim to refine the parser table generation for 

efficiency – possibly by compiling it into an optimized finite-state transducer or using memoization to avoid recomputation. Third, 

we will expand the lexical database to include Vedic forms, archaic words, and ensure that all irregular forms noted in the 

grammatical commentaries (vārtikas and pariśiṣṭa rules) are accounted for. Finally, we envision releasing this parser as an open-

source tool or a web service (akin to the Sanskrit Heritage Platform or the Ambuda API) so that it can be used by the community for 

various projects, from digital text analysis to language learning applications. 

In conclusion, a rule-based Sanskrit parser based on Pāṇini’s Aṣṭādhyāyī is not only feasible but highly beneficial. It leverages a rich 
linguistic heritage to inform modern algorithms, exemplifying a successful synergy between ancient knowledge and contemporary 

technology in service of understanding one of the world’s oldest languages. 
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